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Abstract

In this article we introduce an approach to find the optimal control for
homogeneous linear dynamical systems. We introduce the linear quadratic
regulator problem for the reduced order model of a dynamical system. We
apply the singular perturbation approximations techniques to the original
system and obtained our reduced order system. In this paper, our goal is
to examine the solution of the problem as the positive parameter ε tends
to zero. Our approach that is based on a formal asymptotic expansion of
an algebraic Riccati equations associated with the Pontryagin maximum
principle. We derive an approximate expressions for the optimal feedback
controls. We compute the L2-norm beween the optimal control of the orig-
inal and reduced system and compare it with the L2-norm of the solution
of the Riccati equations of the original and reduced systems. We test the
results numerically and obtained a good closed-loop performance for the
model reduction.

Keywords: Optimal control, Riccati equation , Homogeneous systems,
Closed-loop systems.
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1 Introduction

The Linear Quadratic Regulator (LQR) is a special case of optimal con-
trol problem that can be solved analytically.
It is a method used abundantly to design linear controllers for linear sys-
tem which possesses suitable robustness with minimum gain margin-6db
and maximum gain margin to infinity and the same it can reach to 60 de-
gree of phase margin. The design parameters for LQR are the wieghting
matrices in the objective function and should be selected by the designer.
Since thses matrices directly affect the optimal control performance many
discussions have been done to select these matrices called eigen-structure
assignment (F.L.Lewis & V.L.Syrmos, 1995; G.P.Liu & R.J.Patton, 1998;
J.W.Choi & Y.B.Seo, 1998). In addition to being helpful in design pro-
cedures, the singular perturbation approach is an indispensable tool for
analytical investigations of robustness of system properties, behavior of
optimal controls near singular arcs, and other effects of intentional or unin-
tentional changes of system order(Kokotovic, O’malley, & Sannuti, 1976).

The linear quadratic regulator (LQR) defines an important class of con-
trol problems which involve linear dynamics and a quadratic cost (Kokotovic,
1984).

Optimal control deals with the problem of finding a control for a given
system such that a certain optimality criterion is achieved.
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The optimization technique will try to determine the optimal state trajec-
tory and input signal that minimizes the performance index subject to the
constrains imposed by the state equation and the initial state (O’Malley,
1972).
Necessary conditions that must be satisfied by the optimal solution can be
derived from Hamiltonian function (O’Malley Jr, 1975; G.P.Liu & R.J.Patton,
1998).
For finite time-horizon optimal problems, one of the most actively investi-
gated singularly perturbed optimal control problems is the linear quadratic
regulator problems. Most of these approaches are based on the singularly
perturbed differential Riccati equation. An alternative approach via bound-
ary value problems is presented in (O’Malley, 1972). Its relationship with
the Riccati aproach is analyzed in (O’Malley Jr, 1975).
One of the basic results of control theory is the solution of the optimal lin-
ear state regulator problem by Kalman (1960), which reduces the problem
to the solution of a matrix Riccati equation (Kokotovic, 1984).

In this article the LQR is used to find an optimal control that minimizes
the quadratic cost function. To do that we have used formal asymptotics
for the Pontryagin maximum principle (PMP) and the underlying alge-
braic Riccati equation. The outcome of this work are case description un-
der which balanced truncation and the singular perturbation approximation
give good closed-loop performance. The formal calculations are validated
by numerical experiment illustrating that the reduced-order can be used to
approximate the optimal control of the original system.
This paper is organized as follows:
In Section (2), some preliminaries for linear dynamical system are pre-
sented. In sections (3) and (4) we establish different types of singular per-
turbation requlator problems. To show the effectiveness of the proposed
methods, numerical example is given in section (5). Finally, we make
some conclusion remarks in section (6).
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2 Preliminaries
We start by considering the following continuous linear dynamical sys-

tem defined as:

ẋ = Ax+Bu
y =Cx

x(0) = x0

(2.1)

where A ∈ ℜn×n, B ∈ ℜn×m, C ∈ ℜp×n and Dp×m are constant matrices
and x, u are the state and the input of the system respictively and x(0) rep-
resents the initial condition .
We assume that the linear system described by equation (2.1) is control-
lable and observable.
The quadratic cost function J is defined by the following equation :

J =
1
2

∫
∞

0
(xT Qx+uT Ru)dt (2.2)

where Q =CTC≥ 0 is a positive semi definite matrix representing the cost
penalty of the states and R > 0 is a positive definite matrix that represents
the cost penalty of the input.
Our gaol is to find the optimal control u that minimizes the quadratic cost
function J in (2.2) subject to the constraint

ẋ = Ax+Bu

We denote the optimal control by u∗ such that the following is hold:

J(u∗)≤ J(u), ∀u ∈ L2

and
ẋ = Ax+Bu∗

with optimal solution denoted by x∗.
The next step is to introduce an approach that depends on the Hamiltonian
function defined in the following form:

H =
1
2
(
xT Qx+uT Ru

)
+λ

T (Ax+Bu) (2.3)
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where λ ∈ℜn is called the co state variable.
The following theorem describes the way in which we can find the optimal
control that minimizes the quadratic cost function J in equation (2.2).

Theorem 2.1. (Murray, 2009; Knowles, 1981)(Maximum Principle) If
x∗,u∗ is optimal ( or a solution of the LQR), then there exists a solution
λ ∗ ∈ℜn such that:

ẋ =
∂H
∂λ

(2.4)

λ̇ =−∂H
∂x

(2.5)

and the minimality condition of the Hamiltonian

H(x∗,u∗,λ ∗)≤ H(x∗,u,λ ∗)

holds for all u ∈ℜm

For more details on the proof (see (Murray, 2009; Knowles, 1981)).
If H is a differentiable function, then to minimize H with respect to u we
can find our optimal control input.
The following condition must be true to find such u that is:

∂H
∂u

= 0 (2.6)

if we solve equation (2.6), we obtain the following control:

u =−R−1BT
λ (2.7)

From (2.1) and (2.7), we have the following canonical differential equa-
tions that form a linear system (or Hamiltonian system) written as:

ẋ =
∂H
∂λ

= Ax−BR−1BT
λ , x(0) = x0

λ̇ =−∂H
∂x

=−Qx−AT
λ

(2.8)
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Since the terminal cost is not defined, then there is no constraint on the
final value of λ .
This is a coupled system, linear in x and λ , of order 2n×2n.
These control equations can be written in matrix form as:(

ẋ
λ̇

)
=

(
A −BR−1BT

−Q −AT

)(
x
λ

)
(2.9)

It is not easy to solve the system described in equation (2.9), so we guess
the solution of this system or the relation between x and λ in the form:

λ = Px (2.10)

where P ∈ℜn×n.
We introduce now an important differential equation in the linear quadratic
regulator problem that is called Matrix Riccati Equation (MRE).
To derive this equation, we start from equation (2.10) and use (2.8) in the
following way:

λ = Px

λ̇ = Ṗx+PẊ

−Qx−AT
λ = Ṗx+P(Ax−BR−1BT

λ )

−Qx−AT Px = Ṗx+PAx−PBR−1BT Px

Ṗx+PAx+AT Px−PBR−1BT Px+Qx = 0

From the final step, we obtain the MRE written as:

Ṗ =−PA−AT P+PBR−1BT P−Q (2.11)

Since we have an infinite time horizon, there is no information about the
terminal cost and hence λ has no constraint. In this case the steady state
solution P of a so called Algebraic Riccati Equation (ARE) can be used
instead of P(t) (Murray, 2009).
In case when the time approaches infinty, we have:

lim
t−→∞

Ṗ = 0
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By using the limit above, we get another differential equation called Alge-
braic Riccati Equation (ARE), written as:

PA+AT P−PBR−1BT P+Q = 0 (2.12)

where P is the unique positive-definite solution.
We want now to find a state feedback control u that can be used to move any
state x to the origin, so we let the system evolve in a closed-loop (Murray,
2009; Ghoreishi, Nekoui, & Basiri, 2011).
If we find the solution P of the ARE (2.12), then the optimal control u that
can be used to minimize the quadratic cost function J is written as:

u =−R−1BT Px (2.13)

By substituting equation (2.13) into the original system described by equa-
tion (2.1), we get the following equation:

ẋ = (A−R−1BT P)x (2.14)

Since the matrix A−BK is stable, we have closed-loop poles formed by
the eigenvalues of this matrix (Ghoreishi et al., 2011).
If we solve equation (2.14) and find the optimal solution x, then we can
find our optimal control u that can be used to find a minimum value of the
quadratic cost function J described in equation (2.2).
We can summarize the LQR method as follows:

1. We start with the linear dynamical system:

ẋ = Ax+Bu
y =Cx

x(0) = x0

2. We assume that this system is controllable.

3. We define the quadratic cost function as:

J =
1
2

∫
∞

0
(xT Qx+uT Ru)dt
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4. We choose Q = QT ≥ 0 such that Q =CTC and R = RT > 0

5. We find the constant solution P of the ARE:

PA+AT P−PBR−1BT P+Q = 0

6. We find the optimal control u such that:

u =−R−1BT Px

7. We write the original system into the form:

ẋ = (A−R−1BT P)x

3 Requlator problem : model order reduction of type(1)

In this section we introduce the linear quadratic regulator problem for
the reduced order model of a dynamical system (Kokotovic, 1976).
Our goal is to find an optimal control for the reduced system using the
singular perturbation a pproximation.
Consider the linear time-invariant dynamical system defined as:(

ẋ
ż

)
=

(
A11 A12
1
ε
A21

1
ε
A22

)(
x
z

)
+

(
B1

1
ε
B2

)
u

y =
(

C1 C2
)( x

z

) (3.1)

This system can be written in another form as :

ẋ = A11x+A12z+B1u
ε ż = A21x+A22z+B2u (3.2)

From (Daraghmeh, 2016), we see that this system can be optimized ac-
cording to the following quadratic cost function:

J =
1
2

∫
∞

0
(yT y+uT Ru)dt (3.3)
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or

J =
1
2

∫
∞

0
(xT Qx+uT Ru)dt (3.4)

where Q =CTC ≥ 0 and R > 0.
The optimal control u is defined as:

u =−R−1 ( BT
1

1
ε
BT

2
)

P
(

x
z

)
(3.5)

where P is the solution of the Algebraic Riccati Equation (ARE):

PA+AT P−PBR−1BT P+Q = 0 (3.6)

The goal now is to solve the ARE and set ε = 0 to obtain a reduced equation
for the ARE.
If we substitute the matrices A,B,C and Q in equation (3.6), then we have
the following new form of ARE:

(3.7)
P
(

A11 A12
1
ε
A21

1
ε
A22

)
+

(
AT

11
1
ε
AT

21
AT

12
1
ε
AT

22

)
P

− P
(

B1
1
ε
B2

)
R−1 ( BT

1
1
ε
BT

2
)

P +

(
CT

1
CT

2

)(
C1 C2

)
= 0

A solution of equation (3.7) can be choosen as:

P =

(
P11 εP12

εPT
12 εP22

)
(3.8)
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so we can avoid the unboundness when we set ε −→ 0 (Kokotovic, 1976).
Substituting equation (3.8) into equation (3.7), we get :(

P11 εP12
εPT

12 εP22

)(
A11 A12
1
ε
A21

1
ε
A22

)
+

(
AT

11
1
ε
AT

21
AT

12
1
ε
AT

22

)(
P11 εP12

εPT
12 εP22

)
−
(

P11 εP12
εPT

12 εP22

)(
B1

1
ε
B2

)
R−1 ( BT

1
1
ε
BT

2
)( P11 εP12

εPT
12 εP22

)
+

(
CT

1
CT

2

)(
C1 C2

)
= 0

(3.9)

From equation (3.9), we get the following (n+m)× (n+m) equations:

0 = P11A11 +P12A21 +AT
11P11 +AT

21PT
12

− (P11B1 +P12B2)R−1(BT
1 P11 +BT

2 PT
12)

+CT
1 C1

(3.10)

0 = P11A12 +P12A22 + εAT
11P12 +AT

21P22

− (P11B1 +P12B2)R−1(εBT
1 P12 +BT

2 P22)

+CT
1 C2

(3.11)

0 = εPT
12A11 +P22A21 +AT

12P11 +AT
22PT

12

− (εPT
12B1 +P22B2)R−1(BT

1 P11 +BT
2 PT

12)

+CT
2 C1

(3.12)

0 = εPT
12A12 +P22A22 + εAT

12P12 +AT
22P22

− (εPT
12B1 +P22B2)R−1(εBT

1 P12 +BT
2 P22)

+CT
2 C2

(3.13)

When we set ε = 0 in equations (3.10)-(3.13) we obtain the following m×
m reduced equation for P̄22 and written as:

P̄22A22 +AT
22P̄22− P̄22WP̄22 +CT

2 C2 = 0 (3.14)
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where W = B2R−1BT
2 .

Another n× n equation for P̄11 is obtained when we express P̄12 in terms
of P̄11 and P̄22 and this equation takes the form:

P̄11Â+ ÂT P̄T
11− P̄11B̂R−1B̂T P̄11 +ĈTĈ = 0 (3.15)

where Â,B̂ and Ĉ are defined in (Kokotovic & Yackel, 1972). If (Â, B̂) is
controllable pair and (Â,Ĉ) is observable pair, then applying the implicit
function theorem to equation (3.7) with equation (3.8) (Kokotovic, 1976,
1984), we have:

Pi j = P̄i j +O(ε), i, j = 1,2 (3.16)

If we use P̄i j instead of Pi j in equation (3.16), then the feedback control in
equation (3.5) becomes:

u =−R−1 ( BT
1

1
ε
BT

2
)( P̄11 εP̄12

εP̄T
12 εP̄22

)(
x
z

)
=−R−1(BT

1 P̄11 +BT
2 P̄12)x−R−1(εBT

1 P̄12 +BT
2 P̄22)z

(3.17)

From equation (3.17), the original system described by equation (3.1) be-
comes:

ẋ =
(
A11−B1R−1(BT

1 P̄11 +BT
2 P̄12)

)
x+
(
A12−B1R−1(εBT

1 P̄12 +BT
2 P̄22)

)
z

ε ż =
(
A21−B2R−1(BT

1 P̄11 +BT
2 P̄12)

)
x+
(
A22−B2R−1(εBT

1 P̄12 +BT
2 P̄22)

)
z

(3.18)

If this system is asymptotically stable then from equation (3.16), we have
a solution x(t) and z(t) with O(ε) of the optimal solution (Kokotovic et al.,
1976). If we assume that A22 is stable, then we can apply this assumption
to the feedback system in equation (3.18).
If we reduce the full system in equation (3.2) using the singular approxi-
mation approximation, we obtain the following reduced order model:

ẋr = Arxr +Brur

yr =Crxr +Drur
(3.19)
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where

Ar = A11−A12A−1
22 A21

Br = B1−A12A−1
22 B2

Cr =C1−C2A−1
22 A21

Dr =−C2A−1
22 B2

We define the cost quadratic function of this reduced order system as:

Jr =
1
2

∫
∞

0
(yT

r yr +uT
r Rrur)dt (3.20)

or, equivalently

Jr =
1
2

∫
∞

0
(xT

r Qrxr +2xT
r CrDrur +uT

r Rrur)dt (3.21)

where Qr =CT
r Cr and Rr = R+DT

r Dr.
The optimal control for this reduced system defined as:

ur =−R−1
r BT

r Prxr (3.22)

where Pr is the constant solution of the following Algebraic Riccati Equa-
tion for the reduced system described by equations (3.19) given as:

(3.23)Pr(Ar−BrR−1
r DT

r Cr)+(Ar−BrR−1
r DT

r Cr)
T Pr−PrBrR−1

r BT
r Pr

+CT
r (I + DrRrDT

r )
−1Cr = 0

We introduce now the following theorem that describes the relationship
between the reduced Riccati Equation system (3.14)–(3.15) for the full
system (3.2) after putting ε = 0 and the Riccati Equation (3.23) for the
reduced system in equation (3.19) when we set ε = 0

Theorem 3.1. If equation (3.16) holds and A−1
22 exists, then the solution Pr

of equation (3.23) is identical to the solution P̄11 of equation (3.15).
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For more details, see (Kokotovic et al., 1976; Kokotovic, 1984).
According to theorem (3.1) and if we substitute the feedback optimal con-
trol ur described by equation (3.22) into the reduced system equation (3.19),
then we obtain the following system:

ẋr = (Ar−BrR−1BT
r Pr)xr (3.24)

where (Ar−BrR−1BT
r Pr) is stable and the pair (Ar,Br) is controllable.

If we find the optimal solution xr of (3.24) and substitute the value into
equation (3.22), then we find the optimal control for the reduced order
model.

4 Requlator problem : model order reduction of type(2)

In this section, we introduce a linear dynamical continuous system with
input matrix B that does not depends on ε . We want to find the optimal
control for this dynamical system and then use the singular perturbation
approximation to reduce this system and find the optimal control for the
reduced order model.
Let us consider the following linear dynamical continuous system defined
as: (

ẋ
ż

)
=

(
A11 A12
A21
ε

A22
ε

)(
x
z

)
+

(
B1
B2

)
u

y =
(

C1 C2
)( x

z

) (4.1)

Another representation of the above system could be written as:

ẋ = A11x+A12z+B1u
ε ż = A21x+A22z+ εB2u

(4.2)

If we assume that A22 is stable and A−1
22 exists, then we set ε = 0 to obtain

the following equation:
z̄ = A−1

22 A21x̄ (4.3)
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When we substitute equation (4.3) into equation (4.2), we get the following
reduced order model:

˙̄x = Āx̄+ B̄ū
ȳ = C̄x̄

(4.4)

where

Ā = A11−A12A−1
22 A21

B̄ = B1

C̄ =C1−C2A−1
22 A21

Our goal now is to find the optimal control for the system in equation
(4.1) that minimizes the quadratic cost function J defined by the following
equations:

J =
1
2

∫
∞

0
(yT y+uT Ru)dt (4.5)

or equivalently

J =
1
2

∫
∞

0
(xT Qx+uT Ru)dt (4.6)

where Q =CTC ≥ 0 and R > 0.
The feedback optimal control u for the original system is defined as:

u =−R−1 ( BT
1 BT

2
)

P
(

x
z

)
(4.7)

where P is the solution of the Algebraic Differential Equation defined be-
low:

(4.8)
P
(

A11 A12
1
ε
A21

1
ε
A22

)
+

(
AT

11
1
ε
AT

21
AT

12
1
ε
AT

22

)
P

− P
(

B1
B2

)
R−1 ( BT

1 BT
2
)

P +

(
CT

1
CT

2

)(
C1 C2

)
= 0
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We choose the solution of equation (4.8) as:

P =

(
P11 εP12

εPT
12 εP22

)
(4.9)

to avoid the unboundness for ε = 0.
Equation (4.9) together with equation (4.8) give the following equation:(

P11 εP12
εPT

12 εP22

)(
A11 A12
1
ε
A21

1
ε
A22

)
+

(
AT

11
1
ε
AT

21
AT

12
1
ε
AT

22

)(
P11 εP12

εPT
12 εP22

)
−
(

P11 εP12
εPT

12 εP22

)(
B1

1
ε
B2

)
R−1 ( BT

1
1
ε
BT

2
)( P11 εP12

εPT
12 εP22

)
+

(
CT

1
CT

2

)(
C1 C2

)
= 0

(4.10)

Form equation (4.10), we obtain the following set of equations:

0 = P11A11 +P12A21 +AT
11P11 +AT

21PT
12

− (P11B1 + εP12B2)R−1(BT
1 P11 + εBT

2 PT
12)

+CT
1 C1

(4.11)

0 = P11A12 +P12A22 + εAT
11P12 +AT

21P22− (P11B1

+ εP12B2)R−1(εBT
1 P12 + εBT

2 P22)

+CT
1 C2

(4.12)

0 = εPT
12A11 +P22A21 +AT

12P11 +AT
22PT

12

− (εPT
12B1 + εP22B2)R−1(εBT

1 P11 + εBT
2 PT

12)

+CT
2 C1

(4.13)

0 = εPT
12A12 +P22A22 + εAT

12P12 +AT
22P22

− (εPT
12B1 + εP22B2)R−1(εBT

1 P12 + εBT
2 P22)

+CT
2 C2

(4.14)
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When we set ε = 0 in equations (4.11)-(4.14) we obtain the following re-
duced Riccati equations:

P̄11A11 + P̄12A21 +AT
11P̄T

11 +AT
21P̄T

12− P̄11B1R−1BT
1 P̄11 +CT

1 C1 = 0 (4.15)

P̄11A12 + P̄12A22 +AT
21P̄22 +CT

1 C2 = 0 (4.16)

P̄22A21 +AT
12P̄11 +AT

22P̄T
12 +CT

2 C1 = 0 (4.17)

P̄22A22 +AT
22P̄22 +CT

2 C2 = 0 (4.18)

We write P̄12 and P̄T
12 in equations (4.16),(4.17) in terms of P̄11 and P̄22 as

follows:
P̄12 =−(P̄11A12 +AT

21P̄22 +CT
1 C2)A−1

22 (4.19)

P̄T
12 =−(AT

22)
−1(P̄22A21 +AT

12P̄11 +CT
2 C1) (4.20)

Equation (4.18) can be expressed in different form as:

AT
21(A

T
22)
−1P̄22A21 +AT

21P̄22A−1
22 A21 =−AT

21(A
T
22)
−1CT

2 C2A−1
22 A21 (4.21)

Substituting equations (4.19) and (4.20) into equation (4.15) and using
equation (4.21) we obtain:

P̄11Â+ ÂT P̄11− P̄11B̂R−1B̂T P̄11 +ĈTĈ = 0 (4.22)

where

Â = A11−A12A−1
22 A21

B̂ = B1

Ĉ =C1−C2A−1
22 A21

(4.23)

If we assume the pair (Â, B̂) is controllable, then the values of Pi j and
P̄i j, i, j = 1,2 satisfy equation (3.16).
The feedback optimal control defined in equation (4.7) together with the
result in equation (3.16) can be written as:

u =−R−1 ( BT
1 BT

2
)( P̄11 εP̄12

εP̄T
12 εP̄22

)(
x
z

)
=−R−1(BT

1 P̄11 + εBT
2 P̄12)x−R−1(εBT

1 P̄12 + εBT
2 P̄22)z

(4.24)
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We can use the result found in equation (4.24) to write a new representation
of the original system described by equation (4.2) as:

ẋ =
(
A11−B1R−1(BT

1 P̄11 + εBT
2 P̄12)

)
x+
(
A12−B1R−1(εBT

1 P̄12 + εBT
2 P̄22)

)
z

ε ż =
(
A21− εB2R−1(BT

1 P̄11 + εBT
2 P̄12)

)
x+
(
A22− εB2R−1(εBT

1 P̄12 + εBT
2 P̄22

)
z

(4.25)

If the system in equation (4.25) is asymptotically stable and if equation
(3.16) holds, then we can compute the solution x(t) and z(t) within the
O(ε) of the optimal control.
The next step now is to find a feedback optimal control for the reduced sys-
tem defined in equation (4.4) that can be used to minimizes the quadratic
cost function J̄ defined as:

J̄ =
1
2

∫
∞

0
(ȳT ȳ+ ūT R̄ū)dt (4.26)

or equivalently

J̄ =
1
2

∫
∞

0
(x̄T Q̄x̄+ ūT R̄ū)dt (4.27)

where Q̄ = C̄T Q̄≥ 0 and R̄ = R > 0.
We define the optimal control for the reduced system (4.4) as:

ū =−R̄−1B̄T P̄x̄ (4.28)

where P̄ is the solution of the following Algebraic Riccati Equation for the
reduced system in equation (4.4), defined as:

P̄Ā+ ĀT P̄− P̄B̄R̄−1B̄T P̄+C̄TC̄ = 0 (4.29)

Since A22 is stable and A−1
22 is exists, then the solution of equation (4.29) is

the same as the solution of equation (4.22), thus we have:

P̄ = P̄11 (4.30)
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By usig the feedback optimal control in equation (4.28) and the solution
P̄ in equation (4.29), then we obtain the following reduced system derived
from the reduced system in equation (4.4) that has the form:

˙̄x =
(
Ā− B̄R̄−1B̄T P̄

)
x̄

ȳ = C̄x̄
(4.31)

where

Ā = A11−A12A−1
22 A21

B̄ = B1

C̄ =C1−C2A−1
22 A21

We assume that the matrix Ā− B̄R̄−1B̄T P̄ is stable and the pairs (Ā, B̄) ,
(Ā,C̄) are controllable and observable respectively.
By solving the reduced system in equation (4.31), the solution x̄(t) is used
to find the feedback control ū which is important to find the minimum value
of the quadratic cost function J̄.

5 Numerical Example : Building model

In this section we introduce a numerical example that describe the be-
havior of the dynamical system. As an application, we consider the Build-
ing model system from the SLICOT library (Chahlaoui & Van Dooren,
2005; Steinbuch, Van Groos, Schootstra, Wortelboer, & Bosgra, 1998),
which is a model of a building (the Los Angeles University Hospital) with
N = 48 degrees of freedom. We start by applying different types of sin-
gular perturbation approximation method to the system with homogeneous
initial conditions x = 0.

To find an optimal control U1 for the original system and u for the re-
duced order system, we apply different types of the singular perturbation
approximation methods to CD-player system example. The size of the
system is N = 48 and the size of the reduced model is r = 2. The optimal
control is computed by using the results in sections (3) and (4). We use
the solution of the Riccati equation P of the original system and use it to
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find the value of U1. To find the solution Pr of the Riccati equation for the
reduced system, we apply the approaches in sections (3) and (4). Since the
first block P11 of P is equal to the value of Pr, so we can extended P using
Pr as the first block and the rest blocks are zero to obtain a new solution of
the Riccati equation denoted by P̃11.
We can use the value of P̃11 to find another optimal control for the full sys-
tem denoted by U2 and hence we compute the ‖U1−U2‖L2 norm. Figure
(1) represents the plots of the two optimal controls U1, U2 and (U1−U2)
by applying different types of the singular approximation perturbation to
the full and reduced systems indicate in (3) and (4) .
Finally, Table (5.1) contains the values of ‖U1−U2‖L2 and ‖P11− P̃11‖L2

Figure 1: The optimal controls of the building model system

by applying the balanced truncation and singular perturbation approxima-
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tion to the building model system.

Table (5.1): The L2 norm of (U1−U2) and (P11− P̃11) of the building
model.

rs ‖U1−U2‖L2 SPA1 ‖P11− P̃11‖L2 ‖U1−U2‖L2 SPA2 ‖P11− P̃11‖L2

2 8.0741×10−15 3.4098×10−9 8.0651 ×10−15 3.3189×10−9

4 1.1778×10−15 3.2719×10−9 1.1665×10−15 3.1688×10−9

6 3.6256×10−16 3.7787×10−9 3.5344×10−16 3.7899×10−9

8 8.7808×10−17 1.3664×10−9 8.6817×10−17 1.2345×10−9

10 9.0881×10−17 1.2910×10−9 9.0779×10−17 1.1889×10−9

12 1.6477×10−18 1.1948×10−9 1.4576×10−18 6.8224×10−9

6 Conclusion
In this article the LQR has been used to find an optimal control that

minimizes the constraints on the states and the control input. This has
been carried out by using formal asymptotes for the Pontryagin maximum
principle (PMP) and the Hamiltonian function together with the Riccati
equation.
We have extended the model reduction using singular perturbation approxi-
mation method of the balanced infinite dimensional systems. The reduced-
order model was obtained by setting the derivative of all states correspond-
ing to the smaller Hankel singular values of the balanced systems equal to
zero.
The optimal control of the full-order systems and of reduced-order systems
by the singular perturbation approximation are shown in Figure (1). The
optimal errors of both model reduction methods are given in table (5.1),
respectively under the L2−norm with zero initial condition. Numerical
results show clearly that the singular perturbation give good closed-loop
performance.
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