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Abstract—This paper describes the development of a neural 
networks-based software system for the analysis and 
diagnosis of sinus conditions. Traditional image processing 
techniques and artificial neural networks tools and 
algorithms such as the self-organizing maps (SOM) were 
invoked in the development of the diagnosis system. The 
data were in the form of anonymous CT-images of sinuses 
obtained from a local hospital.  A major problem faced the 
development of the system was caused by the fragmented or 
incomplete boundaries between different objects in the CT-
images. A new algorithm was developed and successfully 
applied to complete such boundaries.  The system was 
thoroughly tested with real images and the results indicate a 
potential for the system to be integrated within a CT-
scanning system to automate the process of diagnosis.  

I. INTRODUCTION 
Due to the similarity and nature of the sinuses diseases 

and the complexity of their medical images, e.g. CT-
scans, which are used for the assessment of their 
conditions, their initial diagnosis can be a fairly complex 
and demanding process.  It involves the use of multiple 
sources of information (e.g. laboratory and visual tests, 
CT-scans). Further, the diagnosis process requires 
normally the expertise of a radiologist in addition to the 
ENT (Ear throat and Nose) consultant.  

During the diagnosis an ENT doctor has to use multiple 
threads of reasoning employing qualitative and 
quantitative measures to arrive at a diagnosis. Such 
decisions are harder to make when the related etiology is 
hard to discern or when multiple diseases are suffered [1]. 
Discussions with ENT consultants and radiologists 
highlighted the need for an automated computer-based 
analysis and diagnosis tool that can be used, not only as an 
aid to experts, but also for use in the training of doctors 
and medical students.  

Such a tool, the Sinus Diagnostic System, henceforth 
referred to as the (SDS) has been developed using 
techniques based on classical image processing algorithms 
and procedures in conjunction with Artificial Neural 
Networks (ANNs) tools. Previous work reported the 
potential benefits of using ANNs in enhancing early 
diagnosis [2]. 

The proposed SDS consists of two main stages: the first 
stage involves identification of the Region of Interest 
(ROI) that represents the four sinus areas: maxillary, 
ethmoid, sphenoid and frontal depicted in Figure 1. The 
second stage consists of analysis of the sinus areas using a 
technique based on a class of ANNs known as the Self-
Organizing Maps.  One of the problems faced the 
development of the sinus diagnosis system was the 

extraction of the ROI or the sinus areas from CT-images, 
Figure 2.  A number of algorithms have been invoked and 
tested for this purpose; edge detection methods [3,4], 
active contours [5,6,7], and watershed transformation 
[8,9].  However, the majority of those methods require 
prior information about the expected features of the image 
and hence some sort of user interaction is required. This 
defies the purpose of the proposed system which aims at 
automating the diagnosis process.  Therefore, a new 
improved algorithm, the Growing Circle Algorithm 
(GCA) has been developed and successfully applied along 
with an automatic thresholding algorithm using bone 
percentage, of the image, in the extraction of the sinus 
areas.  

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The image analysis carried out on the CT-scans is 

presented in Section 2. The architecture of the proposed 
SDS system and the results obtained using various CT-

Figure 2. CT-Scans of a patient taken from frontal 
section. 
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scan images are presented in sections 3 a
whilst Section 5 concludes the work. 

II. ANALYSIS OF SINUS IMAGE

The main objective of the analysis 
common features that can be used for id
areas, shown in Figure 2, from the res
Some features are natural in the sense th
by their visual appearance in an image
artificial; they result from specific ma
image. 

When a sinus is infected, the ROI and
human face such as the eye may appear
image. Therefore, during the ROI e
textural features were ruled out due 
similarities.  

Use of a template matching method 
was also considered and was deemed u
application due to the variation of ROI 
size and shape.  

Finally, the investigation led to the
following attributes to extract the ROI: 

• Bone Structure: As shown in Fi
always surrounded by bones; in 
can be used as an outline of the R

• Shape features: Features such as 
mass; and 

• Referencing: Use of other objects
such as the position of the eye 
allocating the ROI position in the

Using the above features, an automati
tool was developed by combining a
segmentation method with blob analysis
ROI. 

III. METHODOLOGY

CT-images of sinuses from differe
obtained from a local hospital.  As men
system involves two main stages (a) extr
(b) diagnosis of the sinus area using 
stages are explained below. 

A. Extraction of ROI  
The sinus extraction process consis

stages: 
• Extraction of the bone struct
• Completing and tracing in

boundaries; and 
• Identification and labeling o

Analysis. 
1) Extraction of the bone structure  
The objective of this stage is to get 

bone structure surrounding the sinus 
images. Over the last decade, seve
techniques were used in medical ima
These include global thresholding 
classification [11], seeded region grow
competition [13], and deformable mode
[5] and balloons [14]. 

Extensive analysis of the sinus CT-sc
that the percentage of the bone structur
in the sinus CT images is approximately

and 4 respectively, 
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ROI boundary; 
area and center of 

s in the CT-images 
as a reference for 

e images. 
ic sinus extraction 
a novel automatic 
s for extracting the 
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ent sections were 
ntioned earlier this 
raction of ROI and 
SOM. These two 

sts of three main 

ture;  
ncomplete object’s 

of ROI using Blob 

the outline of the 
areas in the CT-

eral segmentation 
aging applications. 

[6,10], statistical 
wing [12], region 
els such as snakes 

can images showed 
re for each section 
y fixed with one or 

two percentage points differen
was created using a threshold 
percentage of each section. 

Depending on the bone per
value was determined by using
of each image. Figure 3 (healthy
show two typical CT-images an
values. 

 

 
 

Figure 3. Cumulative histogram for h
value=0.4

 
 

 
 

Figure 4. Cumulative histogram for un
value=0.5

 
For the frontal section, the b

approximately 20% and the co
results using the threshold va
shown in Figures 5 (healthy) 
This serves as the starting poi
extraction of the ROI. 

 
 

Figure 5.  Output of applying thresh
 

 

Figure 6. output of applying the thresh
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shown in Figure 5 and 6, the
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deleting the unwanted data. However, it fails in closing 
the boundaries that lie between the eye and the maxillary 
and ethmoid sinuses. This situation arises when the edge 
shared by two adjacent organs is weak; resulting in 
incomplete boundaries and therefore, two adjacent organs 
may be miss-detected as one object. An example is 
highlighted in Figure 7, where the eye and the adjacent 
sinus appear to have the same level of grey with an 
incomplete bone structure to separate.  A simple threshold 
of the image simply shows that a separation of the two 
areas cannot be obtained by the sole use of the bone 
structure which in this case appears fragmented. 

 
 
 
 
 
 
 
 
 
 
 
 
 
2) Completing and tracing incomplete object’s 

boundaries  
The growing circle algorithm (GCA) is presented as a 

tool for completing fragmented boundaries in medical 
images and has been successfully applied to sinus images 
to complete the eye boundaries. This simplifies the 
identification process of the sinus areas and hence makes 
the diagnosis of sinus diseases easier. 

GCA method is an iterative algorithm for closing or 
filling gaps in the boundaries of an object. The algorithm 
consists of two main steps: 1) approximation stage:  to get 
an approximation of the shape by creating an inscribed 
circle within the boundaries of the object. 2) Refining 
stage: to refine the approximation of the shape 
“unpublished” [15]. Figure 8 highlights the segmented 
image after applying the GCA algorithm which shows that 
the fragmented boundary has been completely closed. 

 

 
 
 

 
3) Identification and labelling of ROI using blob 

analysis 

A group of pixels organized into a structure is 
commonly called a blob. In this phase, the objects in the 
binary image are labeled as different blob structures using 
Connected Component Analysis using four connected 
kernels. Blob analysis was applied to the three ROIs i.e. 
maxillary, ethmoide and frontal sinus areas which were 
labeled as blob structures, in order to get the region 
properties for each object. Depending on the area size and 
centroid features of each object,  ROI areas were 
extracted. The results are presented in section 4. 

B. Classification and Diagnosis 
The second phase corresponds to the main objective of 

this work, i.e. to classify each ROI into three regions 
corresponding to air (Black), bone (White) and soft tissue 
(Grey). The percentage of grey region is to be used as a 
quantitative measure of the extent of ‘disease’ in the sinus 
area. A number of methods exist to perform such 
classification. Using 8-bit words to represent the level of 
grey, the range is from 0 (Black) to 255 (White). These 
are scaled down to the range of 0 to 1 for the purpose of 
calculating the opacity of a given ROI. Normal sinus areas 
tend to have an average opacity value close to zero.  

A SOM with three outputs (classes) hextop topology 
grid was created. The SOM was provided with all of the 
ROI pixel values as inputs and trained to classify all the 
weights into 3 classes. The corresponding centroids for 
these classes were represented by the weights in the SOM. 
Once trained, the SOM was then used on the sinus area 
only for classifying the grey level intensity values. 

Initially the SOM Neural Network was trained for 300 
iterations. The resulting weights after training are shown 
in Table I. The classification of the SOM network has to 
be interpreted in terms of the physical phenomena they 
represent.   

 

TABLE I.  CENTROIDS OF SOM NETWORK CLASSES. 

 
 
 
 
 

 
 
The results of the classification process are presented in 
the results section. 

IV. RESULTS 
The results of the SDS system are divided into two 

sections: the first for the ROI extraction and the second for 
the sinus diagnosis and classification. 

A. ROI EXTRACTION RESULTS 
A number of tests were carried out to evaluate the 

robustness of the system by comparing the extracted ROI 
images with manually extracted ROI form the sinus CT-
images by an ENT consultant. Tests were performed using 
sinus CT-images of different sizes and disease conditions. 
The extraction process was very successful. The results 
for the sinus image are shown in Figure 9.  

 

  

Figure 7. Fragmented edges after applying the Bone 
segmentation method. 

Class Pixel intensity range 
Class 1 (Air) 0.0356 

Class 2 (Tissue) 0.2840 
Class 3 (Bone) 0.6935 

 

 

Figure 8. The segmented boundary on the left and after being 
completed using the GCA method on the right. 
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A comparison between the manually 

results of ROI extraction method was i
the sinus area feature as a measure to va
of the algorithm. Results, shown in tabl
accuracy with a maximum error of 8.8%

 

TABLE II.  AREA PERCENTAGE ERROR BETW
AND THE AUTOMATICALLY EXTRACTE

images Original 
Area 

Extracte
Area 

 

81729 74540

 

42701 42045

 

B. Classification and Diagnosis 
Eleven cases were analyzed and dia

proposed sinus diagnosis system. The 
gives the results as a percentage of black
pixels in a given area) and percentage o
grey pixels in the area of interest). 

A scale is derived from both percent
whether the sinus is healthy or not; if 
infection is. The scale is defined in th
which is used by ENT specialists: 

• 0: healthy (grey %< 30%); 
• 1 : First degree of infection

<80% ); and 
• 2: Severe infection (grey% > 8

The scale values showed in table III 
sample shown in Figure10 as healthy.  

 

 
 

(a) 
Figure 9. Manually extracted ROIs (Left) 

extracted ROIs using the CGA al

extracted ROI and 
implemented using 
alidate the accuracy 
le II, indicate good 

%.  

WEEN THE MANUALLY 
ED AREAS. 

ed Area Error 
Percentage% 

0 8.8% 

5 1.5% 

agnosed using the 
diagnosis system 

k (how many black 
of grey (how many 

tages to determine 
ill how severe the 
he following form 

n (30% < grey% 

0%). 
classify the sinus 

 
Figure 10.  healthy sample of a f

 

TABLE III.   DIAGNOSIS RESU
FIGURE1

Sinus  BLACK% 
Left ethmoid 100% 
Right ethmoid 98.2% 
Left maxillary 90% 
Right maxillary 95% 

 
Table IV presents sinus diagno
shown in Figure 11. The resu
that there is a severe infection
Otherwise, the rest of the sinus 

Figure 11. unhealthy sample in
 

TABLE IV.  DIAGNOSIS RESULT
FIGURE 

Sinus Black% 
Left ethmoid 85% 
Right ethmoid 82% 
Left maxillary 9% 
Right maxillary 78% 

 

V. CONC

A new ANN-based algorit
diseases, based on the opacity 
normally used in the medical p
was extensively tested using 30
infected sinuses with different 
results were discussed wit
radiologist who expressed conf
of the sinus conditions.  

 

(b) 
and automatically 
lgorithm. 

 

frontal CT section. 

ULTS OF A HEALTHY SINUS OF 
10. 

GREY % SCALE 
0% 0 

1.8% 0 
10% 0 
5% 0 

osis results for the sample 
ults (scale values) indicate 
n in the left maxillary area. 

areas are healthy. 

 

n the right maxillary sinus area. 

TS OF UNHEALTHY SAMPLE OF 
11. 

Grey % SCALE 
15% 0 
18% 0 
91% 2 
23% 0 

LUSIONS: 
thm for diagnosing sinus 
percentage scale which is 

profession.  The algorithm 
0 CT-images of healthy and 

severity of infection.  The 
th ENT consultant and 
fidence in the classification 
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Future work will focus on ways of integrating the 
system into a CT-scanner in order to automate the sinus 
diagnosis process.  
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